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Abstract

Though weak states are associated with civil war, terrorism and other threats to

humanity, we know little about why states vary in their capacity to govern across

territory. This article examines this question in post-civil war settings where leaders

face stark choices about extending state capacity across territory in the face of resource

constraints. We take insight from the distributive politics literature and probe several

competing ideas using the DMPS-OLS night lights data in six countries (Burundi,

Côte d’Ivoire, Kenya, Liberia, Sierra Leone and Uganda). Contrary to several well-

established schools of thought, we do not find evidence that state builders reward core

supporters or target swing districts. Rather, they focus distributional benefits in areas

that have a history of violence and close to capital cities.
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INTRODUCTION

From Somalia and Sudan to Afghanistan and the Philippines, weak states that fail to con-

trol their territory are faced with a host of domestic and international problems. These

areas are important breeding grounds for civil conflict, staging grounds for terrorist activity,

and islands of extreme poverty. Whether weak and failed states facilitate the short-sighted

destruction of natural resources or serve as bases for the transmission of border-jumping

insurgents, they represent both a local and global threat to peace and well-being. In such

countries, one primary challenges for governments is to develop capacities and institutions

robust enough to monopolize the use of force and provide some minimal set of public goods

to unify the country into a functioning political unit. This challenge is one that even the

most capable of states had to address at some point in their histories and may continue to

address today. Indeed, extending the capacity to govern across geography is a fundamen-

tal feature of state building. In this article we explore a fundamental question about state

building: How and why do state leaders expand their capacity to provide governance across

the territory of a country? We use post-conflict countries as a setting in which to explore

how state leaders facing resource constraints build capacity as they do.

Three decades after political scientists brought the state back in to the study of politics

(Evans, Rueschemeyer and Scocpol, 1985; Levi, 1988) and centuries after the earliest efforts to

understand how governments consolidate control over territory (Finer, 1997), there is limited

insight into the geographic emergence of state capacity. Drawing largely on European state-

building centuries ago, research has focused on the importance of revenue collection (Levi,

1988), military threats (Tilly, 1990), or endowments (Landes, 1998) as the primal ingredients

of states. It has paid less attention to the uneven geographic contours of the state and has

largely ignored the process by which state authority expands (or not) across territory in an

uneven way to create a checkerboard of governance capacity. In most accounts, states are

monolithic and are assumed to provide homogenous governance over the entire territory of
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a country. An important body of literature on the state in Africa and beyond, of course,

recognizes the weakness of many states, but even in this work, states are often portrayed as

equally weak across their territory.

Work on economic and political geography belies such a characterization. Whether one

observes the weak influence of the state in rural Wyoming or eastern Congo, the machinery

of government touches unevenly across many countries’ territories. Thus does Boone (2003),

for instance, emphasize a set of factors that condition asymmetric incentives for state leaders

to extend governance across the territory, and Herbst (2000) shows that it can be rational

for leaders not to extend the coercive and regulatory power of the state across territory.

Indeed, research across a broad swath of the social sciences in recent decades has clarified

the geographic unevenness of countries–national economies are highly differentiated by region

(Krugman, 1991), individual preferences are geographically concentrated (Rodden, 2010),

and geography and location condition collective action (Trejo, 2009). The basic insight of

these works is that the underlying societies over which states govern are highly differentiated

across their geographies, and states’ capacity to govern across these heterogeneous political

and social spaces is uneven. What explains this unevenness?

We conceptualize the process of state building as a distributive conflict that takes place

in geographic space. Resource constrained leaders must make choices about where to build

state capacity with an eye toward sustaining themselves in power. The challenge is to identify

the factors that condition those choices. We build on several scholarly traditions to develop

competing ideas on why state leaders build state capacity where they do. While one branch

of the distributive politics literature suggests that leaders should focus their efforts on areas

saturated with supporters (Cox and McCubbins, 1986; Murillo and Calvo, 2004), another

suggests that they should target their efforts on areas with many swing supporters who

might be brought into the governing coalition (Lindbeck and Weibull, 1987; Stokes, 2005).

Another idea emphasizes the role of cities in providing a venue for collective mobilization

against authorities and predicts an “urban bias” in the efforts of state leaders (Myrdal,
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1956; Bates, 1981). Yet another emphasizes the importance of targeting state capacity at

areas where opposition is strongest as a means to both purchase citizen compliance and

dissuade future rebellion. Each of these threads of thought rely on the geographic location

of supporters or opponents to generate different ideas, yet come to quite different predictions:

state leaders should build capacity either where they have many strong supporters, many

marginal supporters, or where opponents are strongest.

Building on work by Min (2009, 2015), we use time-series satellite imagery of light inten-

sity at night (electricity provision) as a geographically disaggregated indicator of state effort.

The use of satellite data has been growing in the social science, and the so-called night-lights

data is, by now, in widespread use (see for example: Small, Pozzi and Elvidge, 2005; Gled-

itsch and Weidmann, 2012; Min et al., 2013; Pinkovskiy and Sala-i Martin, 2009; Weidmann

and Schutte, 2016; Mveyange, 2015; Zhuo et al., 2009; Cederman, Weidmann and Bormann,

2015; Ahrens, 2015; Elvidge et al., 2009; Levin and Duke, 2012). We use the satellite data to

test the competing ideas in four post-conflict settings and two additional weak states where

new leaders face stark geographic choices about the establishment of governance across ter-

ritory in the face of serious resource constraints. Contrary to several well-established ideas,

our findings suggest that state builders do not reward core supporters or target capacity

building in swing districts. They focus benefits on parts of the country that have a history

of violence and in areas close to capital cities. This latter finding does not seem to reflect a

generic urban bias as state leaders do not build capacity in other urban settings.

THE GEOGRAPHY OF THE STATE

The state is the permanent machinery of governance. At least since Weber, it is defined by

a monopoly over the use of force in a territory, and that coercive capacity is reflected in the

capacity to tax, legislate, administer and police. Within a given territory, the authority of

state leaders is absolute, which is to say that they are sovereign. In Europe, a process defined

by the gradual extension of the geographic scale of the coercive powers of authorities resulted
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in states supplanting earlier, alternative means of organizing societies, including everything

from feudal estates to empires. As Cederman and Girardin summarize:

Internally, sovereign rulers rid themselves of internal competition within their

territories. At the same time, they expanded their territories in the face of

external competition. Together, these two processes generated increasingly thin

and clearly defined borders. (2010:29)

Those countries exported the organizing principle behind states to the rest of the world

through international competition and colonialism. Though the rule of the state is territori-

ally defined, most research on the state has taken the territory of countries and “stateness”

as co-terminous. Perhaps because the lion’s share of research has focused on Europe where

war-making, state formation and state consolidation produced a geographic map of coun-

tries that closely approximates the capacity of those states, the focus has been on why states

emerge rather than on any heterogeneity in their reach within their borders. In the most

influential accounts, the imperatives of revenue-raising (Levi, 1988) and war-making combine

to fuel the emergence of states (Tilly, 1990). Technological changes in war elicited the need

for larger revenues, which encouraged rulers to expand the scope of their revenue collection,

which raised military capabilities, which in turn expanded their monopoly on force and their

non-military capabilities. Along with taxes and conscription came the creation of national

education, rational-legal bureaucratic standards, broader markets, and public order. This

virtuous cycle produced a situation in which state capacity and political maps overlap to

such an extent that many scholars traditionally have assigned sovereignty to unitary states

and moved on to consider how they interact (Waltz, 1979). In most such work, the reach of

the French state and the borders of France are the same thing. Yet even in France, turning

“peasants into Frenchmen” was a process that took centuries, and as late as mid-19th century,

outside of Paris “laws . . . were widely ignored and direct contact with the central power was

extremely limited. The state was perceived as a dangerous nuisance . . . ” (Robb, 2008:23).

1

1
The term “peasants into Frenchmen” is courtesy of Weber (1976).
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Similar historical dynamics characterize many of today’s most capable states, and the un-

even reach of the state is a common theme in more recent work on state development in

the developing world, particularly on Africa. As Herbst notes of post-independence African

states:

States had to control their political cores but often had highly differentiated con-

trol over outlying areas. However, the African states did create hard boundaries

that were extraordinarily effective in preserving the integrity of their states. As a

result, a divergence could result in how power was mapped and how states were

mapped. African politics was no longer in particular harmony with the political

geography. (2000:134)

In some settings, this is a political equilibrium, but at the extreme, the failure to project

state authority is associated with the collapse of public order, famine, mass emigration, and

associated ills. Yet in much work on these issues, the uneven geographic capacity of the state

is reflected in debates about “state capacity” or its inverse “state failure.” In the civil war

literature, weak states that poorly manage their territory are understood to underpin civil

wars (Fearon and Laitin, 2003), and one large monitoring project of the US government has

focused on “failed” states, a project now known as the Political Instability Task Force (Esty

et al., 1998; Goldstone et al., 2010).

Likewise, a growing body of work aims to explain individual-level and cross-national

variation in the willingness of citizens to “quasi-voluntarily” comply with the state in a man-

ner consistent with the rule of law (Levi and Braithwaite, 2003; Widner, 2001). None of

this work, however, speaks directly to the geographic reach of the state or the geography of

citizen compliance with the state. As typically conceptualized, state capacity, failure or com-

pliance is a national characteristic and has no geographic content–they do not explain why

the state is capable where it is. Most empirical models of state capacity or state failure, for

instance, settle on one variable, GDP per capita that does most of the heavy lifting (Collier
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and Hoeffler, 2004; Fearon and Laitin, 2003).

2
But GDP per capita is a national indicator

that provides scant insight into the geographic heterogeneity of state capacity.

3
The lack

of harmony between state authority and country territory is typically associated with post-

colonial settings where artificial borders, externally-regulated sovereignty, and international

norms against the violent expansion of state capacity or borders work against the process

of state consolidation that western Europe experienced. But these are characteristics of a

huge number of countries around the world. Extant work, therefore, fails to explain large

variation in either the geographic coverage of the state across countries or why states govern

where they do within countries.

There is literature that offers guidance. The uneven presence of the state across terri-

tory is echoed, for instance, in Hechter’s (2000) distinction between direct and indirect rule

and Weingast’s (1995) work on the balance between central and decentralized authorities.

Also relevant is recent research on the explicitly geographic nature of civil wars (Buhaug

and Lujala, 2005; Buhaug and Rød, 2006; Gleditsch, 2007; Braithwaite, 2010; Buhaug et al.,

2011; Theisen, 2008). Whether focused on the geographic concentration of factors of produc-

tion (Dube and Vargas, 2013), unequal access to communication technology (Pierskalla and

Hollenbach, 2013; Shapiro and Weidmann, 2015), the spatial diffusion of group mobilization

(Busch and Reinhardt, 2000; Weidmann, 2009; Cederman, Weidmann and Gleditsch, 2011),

or the mapping of ethnic groups onto nationalist insurgencies (Cederman and Girardin, 2007;

Fearon, Kasara and Laitin, 2007; Kalyvas, 2008; Wimmer, Cederman and Min, 2009; Ceder-

man, Rod and Weidmann, 2010; Cederman, Wimmer and Min, 2010) researchers have begun

2
See Hendrix (2010) and Thies (2010) for recent attempts to measure state capacity; but

again, they do not provide information on the geographic scope of the state.

3
Though, note that subnational disaggregations of GDP per capita are now available

(Sutton, Elvidge and Ghosh, 2007).
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to grapple with the fact that civil wars are concentrated in particular locations within and

across states. These areas of research recognize that the state’s reach is uneven. However,

they take that unevenness as a given rather than as something to be explained. As a result,

they do not explain the process of state formation, an inherently dynamic one that involves

the strategic choices of leaders about where to deploy their scarce resources in a context of

geographically uneven support from the population.

DISTRIBUTIVE POLITICS IN SPACE: HYPOTHESES

Existing research on civil wars, ethnic conflict, and decentralized governance all support the

general sense that state capacity is uneven. We do not, however, know why state capacity

emerges as it does across the political geography of countries. Building on work on African

states, we begin with an understanding of state building as a distributive game in which

leaders must make choices about where to project state authority conditional on the costs

and benefits of doing so. Herbst’s (2000) explanation for weak, geographically isolated states

emphasizes the high cost and low benefit of projecting state power into sparsely populated

hinterlands. Kasara (2007) emphasizes the importance of ethnicity for taxation, a key state

building activity, and suggests that state leaders tax co-ethnic regions more than other

regions. Boone (2003) underscores the role of local production and governance in shaping

the contours of center-periphery relations and the incentives for the central state to project

authority. We hold that each of these particular accounts builds on the generic logic of

distributive politics.

The expansive literature on distributive politics provides a rich set of competing notions

as to where and why state leaders extend the arm of the state as they do. Though much

of the literature is formally aimed at explaining the geographic targeting of spending that

results from democratic political processes, much of it has more general implications for the

incentives of politicians to target scarce resources. The starting point is that state leaders

must make decisions on the allocation of scarce resources as they develop state capacity.
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These allocative choices can be understood as a means to manage the political landscape.

In practical terms they are used to reward friends, tempt or threaten foes, and provide

governance and security to those thought likely to keep the leader in office. As a result of

a stark scarcity in state resources and the strategic choices of leaders, some areas of the

country are likely to receive more public effort than others. Different extant models have

divergent predictions about which areas those will be.

One of the longest-standing claims in the broad literature on distributive politics and

development is that politics suffers from an urban bias (Myrdal, 1956; Bates, 1981). Many

governments distort food prices, manipulate trade policy, and extract agricultural surplus to

benefit urban dwellers at the expense of rural areas. There are many potential mechanisms

that might produce urban bias, including the increased capacity for collective action in cities,

attempts by national leaders to protect themselves from unrest, and the economies of scale

in urban public goods provision. All of these logics could apply to state builders who make

decisions about where to attempt to provide public goods and extend the reach of the state.

Thus, the urban bias literature provides a straightforward notion of how this occurs; namely,

state builders have systematic incentives to provide governance and expand state capacity in

cities first. A particularly strong version of this line of thinking suggests that capital cities

will be the focal point of state building since control of the capital is often a precursor to

further expansion of state capacity.

Other branches of the distributive politics literature provide alternative expectations.

Cox and McCubbins (1986) suggest that politicians have incentives to focus efforts on core

supporters. Focused on the importance of mobilizing voters in democratic elections, this

notion has received considerable empirical support in diverse settings (Murillo and Calvo,

2004; Bickers and Stein, 2004). The underlying logic of the argument extends comfortably

to political leaders attempting to extend the state’s capacity. Because the strength of core

supporters is likely to be central to leaders’ future survival, leaders will have incentives to

cultivate them. The history of state building makes clear that the process of geographically
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extending the power of the state is conflictual. That the case, leaders might be tempted to

devote resources to consolidate support in parts of the country rich in supporters. Thus,

the “core supporter” model provides the expectation that state leaders will focus their state

building efforts in areas with the most core supporters. The logic of political survival casts

this in terms of rewarding the large or small set of supporters in a society (Bueno de Mesquita

et al., 2005). Insofar as we can tell this logic has been almost exclusively tied to the nation-

state, but should apply across geography within societies as well. It is hard to conceive of

a situation in which stake-holders for regime survival will be randomly distributed across

geography.

Yet another version of distributive politics suggests leaders will target efforts at areas

with many soft or swing supporters (Lindbeck and Weibull, 1987; Stokes, 2005). One can

think of swing supporters as those citizens who have limited ideological or ethnic attachment

to any particular group or party in society. Given their indifference to the competing parties,

such citizens are most likely to be swayed by monetary transfers or public goods. In light

of their weak attachments and the responsiveness of their support to government effort,

state investments in areas rich in swing supporters are efficient in the sense that the cost of

convincing a swing supporter is lower than it is for committed opponents, i.e. the marginal

benefit with regard to expanding capacity is the highest in these areas. Thus, state leaders

might invest in areas of the country with the highest concentration of weakly-attached, swing

supporters.

It is worth noting that all three of these different approaches are premised on the notion

of electorally defeating ones opponents in the process of state development–that in culling

and extending their base of support, state leaders will succeed in staying in power through

the ballot box. But they may equally apply to systems that are less democratically organized

since even autocratic leaders have to cultivate support from some portion of society. Thus,

the arguments bear on an implicit idea that emerges from the policy literature on civil war

and insurgency. That literature often suggests that future conflicts can be avoided to the
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extent the state invests in the most conflict-prone regions with an eye toward winning hearts

and minds (Nagl, 2002). As Nagle and Burton (2009:93) argue, “Gaining the loyalty of

the population requires the difficult process of nation building, which consists of improving

the ability of a government to secure its citizens and developing its capacity to provide

essential services, including security, to the population”. According to this line of thought,

such investments serve two purposes. First, by improving the quality of life in conflict-prone

regions, the provision of basic public goods reduces the material foundation of grievances

against the state. Second, the provision of key infrastructure will facilitate the government’s

capacity to fight in the region if conflict resumes.

Existing literature provides a rich but contradictory set of expectations. State leaders

can be expected either to concentrate scarce resources in cities, among supporters, among

swing regions, or among opponents. As is often the case in the social sciences, we have more

principled predictions than data to test them. The literature on the emergence of the state

is overwhelmingly dominated by work on the emergence of European states in the 16th and

17th centuries. The data for such cases are less than ideal. The literature on state formation

in today’s developing worlds, in taking its cue from the older literature on European states,

has produced precious little systematic data on the uneven capacity of states to project their

will across the territory of countries and thus provides limited insight into the geography of

state capacity.

RESEARCH DESIGN

Because civil wars destroy infrastructure, post-conflict settings offer the opportunity to ex-

amine how and why leaders expand the state where they do, effectively from scratch. For

our purpose, post-conflict settings have an important social scientific advantage, namely that

they have seen the elimination of much of the state’s capacity to govern (Aron, 2003). Roads

and electrical grids are destroyed. Systems of taxation are interrupted. Security is unevenly

provided. When civil wars come to an end, the leaders of post-conflict states face a strate-
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gic challenge: Where exactly should they focus their efforts, given that there is profound

scarcity?

We address these crucial issues by examining the expansion of state capacity in four post-

civil war countries–Burundi, Côte d’Ivoire, Sierra Leone and Liberia. We supplement these

cases with two others – Kenya and Uganda – that also have weak state capacity but have

avoided recent civil wars. In all of these cases, a key challenge of governance is the provision

of basic public services. The four post-conflict cases are interesting as cases because they vary

in the geographic distribution of supporters for post-conflict governments. In Côte d’Ivoire,

the rebels were particularly strong in the North, the capital is centrally located, but much

of the fighting took place around Abidjan in the South and less so in the West. Unlike the

other cases, Côte d’Ivoire did not have an election upon the cessation of hostilities. Liberia

has a different profile, with violence during the civil war concentrated in the northern region,

around and to the east of the capital of Monrovia. Electoral support for the first post-war

elected government was concentrated in the North and very weak in the South. In Burundi,

the violence was very concentrated in space – much of the conflict took place in 5 regions, with

varying population density, clustered in the northwest part of the country.

4
Finally, in Sierra

Leone, the fighting was concentrated in the South, far from the national capital of Freetown

in the northwest. The regions that saw the most fighting also provided the highest level of

electoral support for the first post-war government. We supplement these post-war cases

with two weak states âĂŤ Uganda and Kenya âĂŤ that face chronic challenges in extending

state authority, despite quite different political settings. While Uganda is dominated by

a long-standing, semi-democratic president (Museveni), Kenya is a geographically fractious

democracy. Since they also provide the nuanced subnational data we need, these cases allow

4
The data on conflict event locations stems from the Uppsala Conflict Data Program

(UCDP) Georeferenced Event Dataset (Croicu and Sundberg, N.d.; Sundberg and Melander,

2013).
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us to assess if there is something unique to post-war state building.

As described in greater detail below, our empirical approach involves the use of satellite

data on the actual distribution of state effort as measured by changes in electrification across

territory. The reliance on satellite imagery provides direct, geographically-differentiated

evidence on the efforts of state leaders to provide basic public goods. As Min (2009:2) notes,

“More than simply a modern convenience, access to electricity is a life-altering transformation

that improves quality of life and enables economic development.” Extensive research shows

that electrification improves educational effort, reduces the time necessary to collect fuel,

increases labor supply, reduces poverty, and is an important precursor to improvements in

public services (Khandker et al., 2012; World Bank, 2008). There have, of course, been many

efforts to develop systematic measures of state capacity, but they suffer from any number of

problems. Traditional measures of state capacity–tax revenue as a share of GDP, per capita

income, and the like – provide information neither on which citizens benefit from state action

nor the geographic distribution of state efforts. As the fundamental precursors to more

sophisticated capabilities, electrification provides a direct indicator of where state leaders

have chosen to deploy scarce resources. Satellite data has the advantages of providing this

geographic information and being an objective indication of state effort that is not subject

to cooked accounting (as in governments’ self-reported fiscal data).

Above and beyond its geographic nuance and objectivity, several features of electrification

make it a good proxy for central state effort. First, electrification projects tend to be ex-

pensive and require central government effort. As Hausman, Neufeld and Schreiber (2010:1)

summarize, “The most salient economic characteristic of the electric utility industry has been

its extraordinary capital intensity.” The expense has precluded subnational authorities in

developing countries from playing any serious role in electrification, and despite some enthu-

siasm in the development community for private financing in the 1980s and 1990s, private

investors have not played an important role in deciding which communities receive electrifi-

cation. Indeed, as it became clear that poor, sparsely populated countries would not attract
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extensive foreign investment, the World Bank (2006:2) summarized the subsequent period as

one of “disappointment with private sector participation in infrastructure in the developing

world.” A recent World Bank review indicates with specific reference to sub-Saharan Africa

that “funding for electricity expansion is mainly provided through government-sponsored

projects to national power companies.” (Independent Evaluation Group of the World Bank,

2015:57) Second, while foreign aid donors have played a major role in funding electrification

projects in recent decades, the criteria for allocating electricity projects have been developed

largely by recipient governments. Indeed, when deciding on investment locations govern-

ments have relied on a host of different criteria, including cost-effectiveness, geographic

balance, poverty, and the like (World Bank, 2008). While donors have contributed tech-

nical assistance and become increasingly attuned to corruption in infrastructure projects,

every donor report we uncovered indicates that they view electrification overwhelmingly as

a technical challenge rather than a political one. A recent review of hundreds of World Bank

electrification projects from 2000-14 emphasizes the broad range of capacity building, tech-

nical advice, market restructuring, cost recovery plans, regulatory efforts, etc. that the Bank

has engaged in, even while it underscores over and over again that government ownership of

projects strongly conditioned success and that governments in Sub-Saharan Africa tend to

both plan and fund their own electrical expansion efforts (Independent Evaluation Group of

the World Bank, 2015).

5
Third, the last two decades have seen increasing reliance on “off the

grid” electrification projects that rely on solar or moderate-sized hydro projects to produce

electricity (Hausman, Neufeld and Schreiber, 2010; World Bank, 2008). While still expen-

sive, such projects provide considerable leeway for governments to decide which areas will be

electrified. Rather than being constrained by the expansion of the existing, very limited grid,

governments can build modest projects wherever suits their strategic needs. Fourth and fi-

5
It is worth noting that the World Bank is easily the largest player among all the donors

working on electrification.
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nally, the provision of electricity is electorally salient for authorities (Min, 2009). Perhaps the

most visible example of this comes from Liberia, where then-candidate Ellen Johnson-Sirleaf

placed electrification at the forefront of her presidential campaign and delivered a promise

in her inauguration speech to return electricity to Monrovia within six months (Whitaker,

2009). Four years later, one of the key campaign issues centered around disappointments and

controversies associated with Johnson-Sirleaf’s electrification efforts across the country. In

short, electrification is primarily a responsibility of central governments. Given electricity’s

scarcity and desirability, central officials have political incentives to allocate it strategically,

and these choices are inherently geographic.

As Figure 1 makes clear, the leaders of all four post-conflict countries faced political

geographies characterized by stark deprivation. The maps show the night lights in the year

that their civil wars came to an end. In all cases, state leaders were largely isolated in capital

cities. In Liberia and Burundi, electrification was concentrated almost wholly in the capitals

of Monrovia and Bujumbura, respectively. In Sierra Leone, the relatively bright lights of

Freetown were only faintly reflected in Kodu in the east and Kenema and Bo toward the

south. Côte d’Ivoire, the richest of the four, shows the greatest dispersion of electrification,

but even there, the largest city of Abidjan, the second largest city Daloa, the capital of

Yamoussoukro, and a small handful of regional capitals are surrounded by a sea of darkness.

In a context of profound scarcity, post-conflict state builders in these countries faced a

set of stark choices about where to deploy scarce resources in their attempt to consolidate

governance.

DATA

Consistent with Min (2009, 2015), we rely on the Defense Meteorological Satellite Program’s

Operational Linescan System (DMSP-OLS), which provides detailed images of the earth’s

surface at night. Annual composite images are available beginning in 1992 until 2013. We

make use of the “average visible, stable lights, & cloud free coverages” images, which are
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Figure 1: Lights and Electoral Districts in Six African Societies – calibrated digital number

(DN) plotted
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aggregated to a spatial resolution of 30 arc seconds, which is a grid size of approximately

one square kilometer at the equator (Elvidge et al., 2014:100). The digital number (DN) at

each of these pixels (between 0 and 63) represents light intensity in the area.

The satellites did not have a recorded in-flight calibration and thus the measurements

may not be quite be comparable over time. We therefore follow Elvidge et al. (2014) in the

use of their inter-calibration method to adjust the data. In a nutshell, the inter-calibration

method assumes that lighting is constant in a reference area (selected by Elvidge et al.

(2014)), which can thus be used to adjust the annual brightness values for each year in the

rest of the world. In addition, for years where images from multiple satellites are provided

we take the average across the multiple images after calculating the newly calibrated DN.

The resulting DN again ranges from 0 to 63, though in our sample the values are generally

much lower.

We use the growth in light intensity from the end of the violence until the end of the first

post-conflict presidential term (or the latest available image if there has not been a second

election) as our main dependent variable: a measure of investment by political actors.

6
Our

dependent variable is therefore a measure of where the electrical infrastructure was expanded.

We aggregate the pixel-level to the lowest electoral level for which we can find data.

We combine the data on growth in light intensity with other geo-coded data that bear

on the arguments outlined above. First, we use district level data from the first post-conflict

election to assess areas that include many supporters of the winning candidate (the core

voter notion) and areas that include many swing-voters.

7
We measure the government’s

6
Light intensity at the end of the first post-conflict government, is measured in the

following years for each country: Burundi: 2008; Côte d’Ivoire: 2008; Kenya: 2007; Liberia:

2008; Sierra Leone: 2007; Uganda: 2006.

7
The level of electoral disaggregation we use depends on the electoral institutions in each

country and data availability. In general, we use the results of presidential elections, except

for Burundi where the president was elected by the parliament in 2005; there, we use results
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support using district-level electoral results – the higher the vote share for the president, the

more closely the district approximates an area of core support. We measure “swing” districts

using the absolute value of the gap between the president’s party and the candidate with

the largest vote share other than the president – the smaller that gap, the more competitive

the district.Côte d’Ivoire is excluded from any models that include electoral results, since it

did not have elections over the time period studied. We provide details on data sources for

the electoral results in the Appendix.

Second, we rely on the Georeferenced Event Data (GED) Conflict dataset provided by

UCDP for information on the location of violent events in these countries (Sundberg and

Melander, 2013; Croicu and Sundberg, N.d.). The UCDP GED dataset includes organized

violent events from 1989 to 2014. Event locations are included in the data if the conflict

with which the event is associated has had 25 or more total deaths and at least one person

was killed at the event itself.

8
To measure the history of violent conflict we use a count of

the number of violent events that occurred in a given district over the civil war period.

9

We operationalize the urban bias proposition three ways. First, we create a variable that

measures the distance of each district’s centroid to the nation’s capital. More coarsely, we

also create a dummy variable for districts that include the capital city. Finally, we include

from the parliamentary election. We use the lowest level at which we were able to gather

electoral data and align electoral districts with administrative districts. For Burundi the

data was aggregated at a higher level to assure a relatively balanced sample.

8
We utilize the latest version of the data (3.0): http://www.ucdp.uu.se/ged/data/

ucdp-ged-30-codebook.pdf.

9
We use data on violent events for each country for the following years: Burundi 1994 –

2004; Côte d’Ivorie 1999 – 2005; Kenya 1991 – 2002; Liberia 1998 – 2003; Sierra Leone 1990

– 2001; Uganda 1990 – 2001.
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a variable measuring logged population size, taken from Columbia’s “Gridded Population

of the World” data (Center for International Earth Science Information Network (CIESIN),

2011). To create the population count for each district we overlay the gridded population

data with the district borders and calculate the sum for each administrative unit.

We also introduce several controls to account for other standard arguments in the litera-

ture. In light of the prevalence of ethnic politics in these countries, we control for the ethnic

composition of districts. In lieu of data on ethnic composition at lower levels of government,

we rely on Wucherpfennig et al’s (2011) data on the settlement patterns of ethnic groups and

their access to executive governments (Girardin et al., 2015). Specifically, we first identify

the ethnic groups present in each district. We then create three indicator variables. The first

variable is coded 1 for districts in which at least one of the present ethnic groups either has

the monopoly power or is the dominant power in the executive of the country. This variable

is called “Ethnicity in Power” in all figures and tables. The second variable is coded as 1 if

one of the ethnic groups in the district is sharing power in the executive. This variables is

called “Ethnicity Power Sharing” in the tables and figures. Lastly, we create an indicator that

is coded 1 for districts in which ethnic groups reside that are excluded from the executive,

powerless, or dominated. This variable is named “Ethnicity Excluded”.

10

Co-ethnicity aside, it is possible that governments will want to build capacity in places

with marketable economic resources. Boone (2003), for instance, argues that cash crops

incentivizes central rulers to project authority in order to capture revenue. For this reason,

we introduce several additional variables. First we create a variable that is the share of a

given district that is used as cropland or pastures, which we derive from Ramankutty et al.

(2010). Specifically, we overlay the gridded data of pastures and croplands with our district

10
We only take groups into account that are politically relevant. The power status for

each group is coded based on the year 2006, a year that includes the government of interest

for all countries in our sample.
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maps and calculate the share of land that is either pasture or cropland. We then sum those

variables to create our “farming” variable. Second, we create an indicator variable for units

where diamonds or oil are available for extraction. These data are taken from Gilmore et al.

(2005) and Lujala, Rod and Thieme (2007).

Additionally, in some models, we include covariates for roughness of the terrain (forests

and mountains), which may make the expansion of state capacity more challenging. Others

add a measure for GDP per capita from Nordhaus (2006). The measures of forest cover,

mountainous terrain, and GDP per capita are taken from the PRIO grid dataset, version

2.0 (Tollefsen, Strand and Buhaug, 2012). Aside from the electoral data which was collected

for the appropriate administrative district, all covariates come in the form of gridded or

raster data, which we aggregate to the administrative districts. For time-varying variables

we include the value for the year 2000, which slightly precedes the the time period for which

we measure change in lighting for all countries in our sample.

Lastly, one possibility is that governments invest in areas that have suffered from de-

struction during wars, i.e. changes we observe could just be rebuilding previously destroyed

infrastructure. We therefore include light intensity prior to the wars in all of the estimated

models. This light intensity measures is logged.

11

VISUAL EVIDENCE

Before turning to the statistical analysis, we present a set of maps for each country that

show: a) the growth in electricity coverage between the end of the civil war and second post-

conflict election (or the most recent data if a second election hasn’t taken place) (Figure 2);

b) the level of electoral support for the president in the first post-war election; and c) the

location of violent conflict events over the course of the civil war. The latter two types of data

11
For some districts the mean value of this measure is is zero, we therefore add 0.001 to

the original measure prior to the log transformation.
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are presented on the same display (Figure 3), with darker blue districts reflecting stronger

support for the elected president and dots in red representing conflict event locations. If the

core-support idea bears out, one would expect to see an expansion of electricity networks in

areas with many supporters; if presidents seek to attract support in swing areas, areas of

intermediate support should see an increase in electricity coverage. If, on the other hand,

state leaders build capacity in the direction of potential rebels, areas of previous conflict

should show evidence of electrification.

Three observations emerge from the maps. First, the overwhelming story is that changes

in electrification are modest. These countries remain very dark despite the fact that civil

wars have come to an end. If civil wars bequeath geographically isolated states, the process

of post-war state building is a slow one. Second, the nature of change in electrification that

has taken place varies from cases with a general trend toward greater electrification in most,

to those where de-electrification is more prevalent (Liberia and Côte d’Ivoire). Third and

finally, there is no obvious correlation between changes in electrification and either electoral

outcomes or violence. In Burundi, electrification is focused around the capital city, which

has a history of considerable violence and where the government’s electoral support was

soft. Electrification is also concentrated around the Liberian capital of Monrovia, but the

president Ellen Johnson-Sirleaf had stronger electoral support in Monrovia than Ndayizeye

had in Bujumbura, Burundi, and thus Monrovia might qualify as a “swing” district. A

close look at Côte d’Ivoire does not reveal any clear pattern, as negative and positive light

growth occur close to each other. In Sierra Leone, electricity coverage expanded around

an electorally contested capital and in key cities where President Kabbah had very strong

support, but it also shrank outside some of those cities. In the two cases that have avoided

civil wars–Uganda and Kenya–the little change there is, centers on the capitals. In the latter

case, the government’s support was quite strong; less so in Uganda. In Kenya, around the

2016 elections, there has been considerable violence, and many are concerned that the cycle

of violence may lead toward a new civil war.
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Figure 2: Growth in Light Intensity in Six African Countries – growth in calibrated digital

number (DN) plotted
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Figure 3: Conflict and the Support for the Incumbent in Post-Conflict Elections

23



EMPIRICAL ANALYSIS

In addition to the visual evidence we present above, we also undertake multivariate statistical

analyses of the patterns in these data. First, Table 1 displays the results from a standard

OLS model as well as the results from a weighted least squares estimation with growth in

light intensity as our dependent variable.

12
To make comparison of the different coefficients

more straightforward we scale all continuous variables by subtracting the sample mean and

dividing by the standard deviation. Factor variables are on their original scale.

13

Figure 4 shows the results of the OLS model in Table 1 in graphical form. As is easily

visible, several of the variables have substantive effects on growth in light intensity. First, in

this model, both the government’s vote share and the swing variable are estimated to have a

positive association with growth in light intensity, indicating that leaders may in fact reward

voters with investment and swing voters, however, the estimated 90% CIs for both variables

include zero. Second, there is significant evidence that areas with farming activity and those

hosting ethnicities that are in power have received less investment in electricity, both 95%

confidence interval do not include zero. More populous areas are estimated to have seen less

growth, but here the 90% CI covers zero. Based on the models presented in Table 1, distance

to the capital is positively associated with growth in light intensity indicating investment in

far away districts. Similarly, as the positive coefficient for UCDP violence indicates, we find

evidence that a large number of conflictual events leads to investment in public goods later

on. The coefficient for UCDP event counts is very precisely estimated.

The analyzed data exhibit several issues which complicate the statistical analysis. First,

several influential observations exist in the data. We therefore estimate a more robust it-

12
Tables were created using stargazer() in R (Havlac, 2015).

13
Table A.1 in the Appendix displays the same models on the unscaled data.
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Table 1: Regression Results for Percent Change Light Intensity

OLS WLS

Vote Share 0.175 0.248

(�0.033, 0.382) (0.097, 0.400)

Swing 0.082 0.040

(�0.124, 0.289) (�0.110, 0.191)

Population 2000 (Logged) �0.098 �0.077

(�0.257, 0.062) (�0.194, 0.039)

Farming �0.251 �0.109

(�0.424, �0.078) (�0.235, 0.017)

Ethnicity in Power �0.780 �0.830

(�1.449, �0.110) (�1.318, �0.341)

Ethnicity Power Sharing 0.258 0.091

(�0.143, 0.659) (�0.202, 0.383)

Ethnicity Excluded 0.398 �0.035

(�0.136, 0.932) (�0.425, 0.355)

Natural Resources 0.076 0.389

(�0.447, 0.599) (0.008, 0.771)

UCDP Violence 0.318 0.263

(0.176, 0.461) (0.159, 0.367)

Distance Capital (Logged) 0.241 0.217

(0.027, 0.454) (0.061, 0.373)

Capital 0.628 0.763

(�0.302, 1.557) (0.084, 1.442)

Logged Pre-War Lights �0.452 �0.436

(�0.636, �0.269) (�0.570, �0.302)

Intercept �0.165 �0.127

(�0.487, 0.156) (�0.362, 0.108)

Observations 109 109

R

2
0.576

95% CI in Parentheses
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Figure 4: This plot shows the coefficient estimates as well as 90 and 95% confidence interval

for model 1 in Table 1. One can see that government vote share is positively associated with

growth in light intensity (but the estimated 90% CI includes zero). Surprisingly, districts

that host ethnicities in power are associated with less growth in lighting, as are areas that

were brighter before the war and those with significant farming. More populated areas have

seen less investment (alas, the 90% CI covers zero). Districts with more violent events have

seen a strong increase in light intensity, similar to districts that are further from the capital.

In addition, districts that host ethnicities that share power or are excluded from power are

positively associated with growth in light intensity but the 90% CIs include zero, as is the

case for districts with natural resources. For space reasons, the intercept is not shown in the

plot.
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eratively weighted least squares model, for which the results are displayed in column 2 of

Table 1. In this model, the highly influential observations (i.e. those with large residuals)

are down-weighted. As one can see, the results are very similar to the initial OLS regression,

with three exceptions. According to the WLS regression, districts with natural resource

locations have seen substantially more investment. Additionally, the indicator for capital

cities and the coefficient for vote share are much more precisely estimated. Again, a history

of violence is significantly associated with growth in lighting.

Given the difficulty associated with this data, we undertake a number of additional

robustness checks, adding controls and trying different sample specifications, the results of

which are displayed in an online Appendix. First, we reestimate the OLS model from above.

We then add country intercepts to this particular specification (column 2, Table A.2 in

the Appendix). In the third column we restrict the sample to the three civil war cases,

Burundi, Liberia, and Sierra Leone. For the fourth model we drop the electoral variables

(vote share, swing), which allows us to include observations from Côte d’Ivoire. We then

add a number of additional controls to the general OLS model, specifically we control for

mountainous terrain, forest area, GDP per capita in 2000, size of the electoral district,

and the number of years over which the growth in light intensity is measured (column 5,

Table A.2). Lastly, we add country intercepts to the model with all controls (column 6).

The signs of coefficient estimates are generally stable across the different specifications, yet

the estimate for vote share switches between being negative and positive depending on the

model. For the majority of variables the precision with which the coefficients are estimated

differs substantially across the different models. The most consistent finding across all OLS

models presented in Table A.2 is that previous violent events and distance to the capital are

positively associated with growth in light intensity. On the other hand, light intensity before

the war is negatively associated with growth after the war.

Several additional issues are of concern. As discussed above several observations are

strongly influential, thus Table A.3 again shows all models already presented in Table A.2
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estimated as the more robust iterative weighted least squares models. Again, the most con-

sistent finding is that violent events during the war positively affect investment in electricity.

In addition, the indicator variable for districts hosting the capital is positively associated

and relatively precisely estimated in all but two of the six WLS models.

Lastly, we consider spatial dependence in the data, as it is likely, that even conditional on

our covariates light is not distributed randomly across space. We therefore estimate several

of our preferred models as spatial autoregressive lag models. The results are shown in Table

A.4 in the Appendix. We again find support for the main finding: a higher number of violent

events during the war are associated with more growth in light intensity. Moreover, based

on the spatial lag models, capitals see significantly more growth in lighting.

Many of the results are quite sensitive to the different model specifications, yet some

are very consistent. First, a very specific version of urban bias does seem to be happening,

where governments attempt to expand state capacity around capital cities. The coefficient

for districts housing the capital is very large and generally significant (especially in the WLS

and spatial lag models). Electoral politics seem to have little systematic relationship with

electrification. If at all, there seems to be some evidence for a positive effect of swing voters.

Similarly, the results regarding the ethnic composition of districts are mixed. Surprisingly,

in many of the presented models the coefficients for areas with ethnic groups that dominate

the executive power are estimated to be negative or those hosting ethnicities excluded from

power are estimated to have benefited. While the results vary somewhat in their precision

across the different models, this is generally in line with the findings by Kasara (2007), that

governments tax co-ethnics at higher rates than non-co-ethnics.

One of the most important stories to emerge from the models is that areas with a worse

history of violent conflict are associated with increases in electrification. Consistent across

these models, the more violent events a district experienced during the civil war, the greater

the post-war growth in light intensity.

Figure 5 displays the marginal effect of the number of violent events in a given district
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Figure 5: Predicted Growth in Light Intensity, as a function of prior violence.

on the growth in light intensity while all other variables are held at their mean. The figure

is based on model 1 presented in Table 1 but estimated on the original, unscaled dataset.

14

According to model 1, holding all other variables constant at their mean or median, a one

standard deviation increase in past violent events from the sample mean leads to an increase

in predicted growth in light intensity from 2.25% to 3.07% in a given district. We believe

this is a small but still substantively important result, especially since a large variation exists

with respect to the number of violent events in a given district and the very low growth rate

in light intensity across our sample (the mean growth is only 2.03%, while the third quartile

is only 3.43%).

All told, these results indicate that governments invest in state capacity in areas that

14
The figure and estimations here are produced with the results of Models 1 in Table

A.1 in the Appendix. All other variables but the UCDP conflict events are held at their

respective means or medians for indicator variables, country dummies are held to zero except

for Uganda. The indicator for natural resources and capital is held at 0. We hold the ethnicity

variables at zero, except for the most common one, i.e. the example district is one where at

least one ethnic group is involved in power sharing.
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experienced the largest amount of fighting; they might do this either as a means to purchase

hearts and minds or to strengthen its future ability to fight in conflict prone areas. One

possibility is that governments would be more likely to invest where previous infrastructure

was destroyed. However, recall that we control for pre-war light intensity in all our models.

Gridded Analysis

We provide an additional analysis of the data aggregated at the grid cell level. We use the

same variables and time frame as above, however, instead of using electoral districts as our

unit of analysis we now use grid cells with 0.5 decimal degrees resolution (these cells are

approximately 50 by 50 KM at the equator).

We subset the PRIO-GRID (Tollefsen, Strand and Buhaug, 2012) data frame to our

countries of interest and then add each of the variables discussed above (except the voting

data, which is not available at this disaggregated level). The first column in Table 2 shows

the general OLS model, including controls for GDP per capita and pre-war light levels.

Given the smaller units of analysis we can better test the effect of distance to the capital in

these models. For the second model we therefore include distance to the capital and distance

squared to test for a non-linear effect. The model presented in the third column is estimated

on data subsetted to grid cells with meaningful population totals. We do so to make sure

that our results are not biased due to changes in areas with little or no population.

15
Lastly,

the fourth model in Table 2 shows the results from a maximum likelihood estimation with a

spatial lag based on neighboring grid cells.

15
To subset the data we use the Global Rural-Urban Mapping Project data by the Socioeco-

nomic Data and Applications Center (SEDAC) on settlement points (Center for International

Earth Science Information Network (CIESIN), 2011; Balk et al., 2006). Specifically we ag-

gregate the settlement point data to the grid cell and then, for model 3, drop the grid cells

without any population settlements in the year 2000.
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Table 2: Analysis Gridded Data

OLS OLS OLS Spatial

(Cells w. Population)

Population 2000 (Logged) 0.298 0.286 �0.311 0.119

(0.196, 0.401) (0.187, 0.384) (�0.541, �0.080) (0.061, 0.177)

Farming 0.022 �0.076 �0.631 �0.196

(�0.470, 0.513) (�0.546, 0.394) (�1.354, 0.092) (�0.473, 0.081)

Ethnicity in Power 0.856 0.769 1.403 0.011

(�0.029, 1.741) (�0.076, 1.614) (0.263, 2.543)

Ethnicity Power Sharing 0.986 1.037 1.782 0.366

(0.676, 1.297) (0.740, 1.335) (1.206, 2.359) (0.241, 0.491)

Ethnicity Excluded 1.833 2.006 2.510 0.678

(1.131, 2.535) (1.335, 2.677) (1.478, 3.542) (0.295, 1.061)

Natural Resources 0.272 0.188 �0.093 0.152

(�0.299, 0.843) (�0.357, 0.732) (�0.739, 0.552) (�0.173, 0.477)

UCDP Violence 0.015 0.014 0.010 0.004

(0.011, 0.019) (0.010, 0.018) (0.006, 0.014) (0.002, 0.007)

Mountaneous �2.199 �2.302 �2.073 �0.888

(�2.725, �1.674) (�2.804, �1.799) (�2.822, �1.325) (�1.181, �0.595)

Forest 0.015 0.016 0.013 0.006

(0.009, 0.020) (0.011, 0.021) (0.005, 0.021) (0.003, 0.010)

Distance Capital (Logged) �0.378

(�0.634, �0.122)

Distance Capital 0.004 0.010 0.003

(0.001, 0.008) (0.005, 0.014) (0.001, 0.005)

Distance Capital Squared �0.00001 �0.00002 �0.00001

(�0.00002, �0.00001) (�0.00003, �0.00001) (�0.00001, �0.00000)

Capital �3.600 �2.149 �0.189 �1.100

(�4.905, �2.294) (�3.326, �0.972) (�1.478, 1.100) (�1.807, �0.392)

GDP per Capita �0.292 �0.198 �0.179 0.115

(�0.674, 0.091) (�0.562, 0.166) (�0.692, 0.335) (�0.103, 0.333)

Pre-War Lights (Logged) �0.160 �0.193 �0.330 �0.145

(�0.208, �0.113) (�0.239, �0.146) (�0.405, �0.255) (�0.172, �0.117)

Years 2.364 2.337 2.335 0.268

(2.048, 2.679) (2.036, 2.638) (1.964, 2.707) (0.059, 0.478)

Intercept �12.780 �14.925 �8.691 �3.463

(�15.262, �10.299) (�16.783, �13.068) (�11.954, �5.429) (�4.781, �2.145)

Observations 448 448 197 448

R

2
0.650 0.683 0.840

Akaike Inf. Crit. 1,104.857

95% CI in Parentheses
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Figure 6: Predicted Growth in Light Intensity, as a function of distance to the capital.

Several insights emerge from these additional models. First, given the lower level of

spatial aggregation, grid cells with higher numbers of population (except when excluding

zero population grid cells) saw more growth in light intensity. Additionally, those cells with

ethnicities excluded from power benefited the most, followed by cells with ethnicities who

share power. Not surprisingly, grid cells with mountainous terrain saw less investment (as

the terrain makes investment more expensive). Areas with forest cover, on the other hand,

saw more growth in light intensity.

Surprisingly, at this level of analysis the grid cells that host the capital saw less growth

in light intensity. This indicates, that it was not the capital that saw the most investment

but areas very close to the capital (recall that the district electoral districts are much larger

in size). In addition, the effect of distance to the capital is clearly non-linear. Figure 6

shows the effect of moving away from the grid cell that hosts the capital. As one can see,

first investment increases but it then quickly decreases as one moves further away from

the capital. Taken together, these findings show that most of the growth occurred in the

immediate neighborhood of the capital cities, but not the cities itself (thus the positive effect

when the larger districts are the unit of analysis).
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Again, as in the models with electoral districts as the unit of analysis presented above,

more violent events are significantly associated with higher light intensity. Again, note that

these results are based on models that control for pre-war lighting (i.e. destruction), income

(GDP per capita), and population. The findings on ethnicity and violence could indicate

that governments invest in areas where they fear future violence, either to control or co-

opt opponents. Overall, however, given the largely similar results, we believe the grid level

analyses add substantial confidence to the conclusions drawn from the models above.

CONCLUSION

States capable of governing their territory are a prerequisite for preventing civil conflict,

terrorist activity, and humanitarian crises. The fundamental problem for weak states is that

they are unable to project authority. Such states might control the capital city, but they

do not provide the fundamentals of governance across all of the territory of the country.

Weak state leaders facing sharp constraints must make important choices on where to focus

their limited capacity to provide security and basic public goods. Unfortunately, the state

of our knowledge on state capacity, particularly how it is distributed across the geography

of countries, is weak.

16
As a substantive matter, we have a host of contending notions that

might explain the behavior of state leaders intent on developing the state’s capacity to govern

across territory. In the absence of more appropriate data, arbitrating among these competing

claims is impossible. This article brings an original kind of data and systematic analysis to

bear on a fundamental question in the social sciences: Where is the state able to govern?

Our findings suggest that authorities in Liberia, Côte d’Ivoire, Burundi, Sierra Leone,

Kenya and Uganda target state building in locations that have a history of violence as well

as those close to the capital. They do so at the expense of other plausible strategic choices,

16
But, see recent efforts by Juan Pablo Luna and Hillel David Soifer on measuring state

capacity at the subnational level
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such as targeting supporters, or swing districts. There are obvious weaknesses in the analysis

above that limit our capacity to explain why that is the case. Perhaps most importantly,

we have presented electrification as a choice of leaders who have the capacity to provide

a limited supply of it across territory. Yet the failure of leaders to electrify some regions

could result from a lack of demand for state services or even outright opposition to the

state’s presence. Put differently, we need to know substantially more about the geography of

citizen perceptions and demands for state presence to understand the strategic environment

in which state building leaders find themselves.

We would like to know two things. First, what do citizens across the political geography

want from the state? Second, how do they perceive the government’s efforts at projecting

authority? Answers to the first question might help explain why leaders build state capacity

where they do. Answers to the second question would provide insight into the implications

of state building. If citizens perceive state leaders to be rewarding areas rich in supporters

or cities at the expense of rural areas, there might be important implications for peace and

stability. Obviously, we can only know the answers to these questions with surveys of samples

representative at the district or regional level. Appropriately designed surveys would provide

information on the geographic distribution of support and opposition for the government,

trust in government, preferences for public goods, and perceived bias in the state’s effort.

Second, capable states provide many types of public goods, and electricity is only one

of them. Increasingly, geographic data on state projects is becoming available that would

allow us to move beyond the specifics of electrification. The Demographic Health Survey

project, for instance, has geo-coded the location of health clinics for many countries around

the world, and the World Bank is in the process of geo-coding Bank projects. While each

of these types of data has limitations, collectively they offer the possibility of mapping state

capacity in ways that radically improve upon aggregate national level indicators of wealth

or governance.

Ultimately, we would like to know how governments isolated in their capitals can convince
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citizens to trust their capacity to govern. We know relatively little about how trust building

works in the political contexts (though see Bakke, O’Loughlin and Ward (2010)). It is

likely, for example, that noisy signals can be harmful for trust building between governments

and citizens. Imagine, for instance, that the lights go out in a medium size town in the

Northern section of Sierra Leone owing to electromechanical failure. This random noise is

easily interpreted by the inhabitants of the region as delayed retribution or disrespect.

17

If individuals and groups assign credit and blame for the provision of public services, the

government’s heterogeneous capacity to deliver those services becomes a key ingredient in

citizen compliance with the state. Indeed, Elbadawi (2008) notes that long-term peace and

growth depends primarily on the government’s capacity to organize the provision of public

goods. Though an extensive body of work exists on the political context in which conflict and

post-conflict negotiations take place (Chauvet and Collier, 2008), it emphasizes exogenous

sources of policy, credibility and reputation. In contrast, we seek to understand the sources

of governmental credibility and why it varies so substantially across the political geography

of societies.

17
As Min (2009) notes in work on India, such episodes are actually quite frequent.
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